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DISCRIMINATIVE POWER OF THE MODIFIED
BONFERRONI’S TEST UNDER GENERAL AND PARTIAL
NULL HYPOTHESIS

Armando Conagin'

INTRODUCTION

The problem of choosing the most adequate statistical test for com-
parisons of means of two treatments in research work is dependent on the
type of error of first species adopted, if comparisonwise or
experimentwise, this one under general and/ or partial null hypothesis.

It is well known that LSD’s and Duncan’s multiple range test are
of the comparisonwise type, SNK’s is of the experimentwise type under
general null hypothesis and that Tukey’s, Bonferroni’s and Dunnett’s test
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are of the experimenwise type under general and / or partial null hypoth-
esis (SAS, 1990).

We are designating Fisher’s Test by (LSD), Duncans’ by (D), Stu-
dent-Newman-Keuls by (SNK),Tukey’s by (Tu), Bonferroni’s by (B),
Dunnett’s by (Du), the Modified Bonferroni’s under general null hypoth-
esis by (BM) and for partial null hypothesis by (BMP). A good discussion
on the use of different tests is presented in CHEW (1977), STEEL &
TORRIE (1981), in the SAS (1990) and in WINNER et al. (1991).

CARNER & SWANSON (1973) and PERECIN & BARBOSA
(1988) performed simulations on various of these tests and pointed out
conclusions that agree with those here reached.

In a previous paper (CONAGIN, 1998) the same tests now discussed
were studied, but with the Bonferroni’s Modified Test only under the general
null hypothesis. This new paper adds to the precedent work the consideration
of Bonferroni’s Modified Test under a partial null hypothesis.

MATERIAL AND METHODS
The theorethical model used, of the randomized block type, was:
Y;=M+T,;+B,+Ej 1=1,2,...t; j=12,..1

The values of the parameters were: M = 3000, the T,’s values
were 40%, 30%, 20%, 10% etc, of the M value. Three groups, G,, G,
and G; were studied. For G|, T, =40%, T,=30%, T,=20%, T,= 10%,
T5 = 0% and T; =0% (control). In this group K=4, t=6, and all compari-
sons with the control were performed, for CV=10%, r=3 and r=6.

For G,, T, =40%, T,=30%, T; =20%, T, = 10%, Ts= 0%, T, =0%
(control), T, = 5%, Ty =3%, T,=1%, T,,=-5%, T,; =-3% and T,, = -1%.
Here, again, K=4, t=12, CV=10% and r were r=3 and =6 .
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For G,, T, =40%, T, =30%, T,=20%, T,= 10%, Ts=0%, T, =0%
with other Ti values totaling t=18; again, CV=10% and r=3 and r=6.

The Bj’s values were the same in all sets.

The Eij’s were obtained throughout the “RANNOR FUNCTIONS”
of the SAS, 1990.

We performed 200 experiments for each group when r=3 and 100
experiments for each group when =6, joining 142, 3+4, etc. single ex-
periments.

On the whole 600 experiments were obtained for r=3 type and 300
experiments for 1=6 type. We used SAS Program (SAS, 1990) to perform
the simulations, the analysis of variance and the tests already specified.

The difference of treatments with the control 6 was: 40% with
treatment 1, 30% with 2, 20% with 3 and 10% with 4. The significance of
these differences can evaluate the discriminative power of tests performed.

THE MODIFIED BONFERRONI TEST

The usual Bonferroni Test may be used to stablish confidence inter-
vals or as a statistical test of significance for K comparisons chosen a priori.

The means of two treatments, y, and ¥, are considered different
according to Bonferroni’s test if

|9 - 7, 2 1(8,.df )s/2/ (SAS, 1990),

Using the Student t distribution with 3, level of significance, df
degrees of freedom; s is the standard deviation, and r the number of rep-
lications for each mean.

To calculate g, if a is the joint level of significance of the K com-
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parisons (commonly 0,05 or 0,01), then, for each of the K stipulated com-
parisons, 0y = a/K.

If the number of treatments in the experiments is t , the 65 value
adequate for comparisons of all possible differences between two means
should be 3 = a/t(t -1) + 2, being K, in this case the number of all pos-
sible combinations of the t treatments taken two at a time.

In The Modified Bonferroni Test, under general null hypothesis
for the comparisons of K differences between two means, chosen a priori
we should start testing the general null hypothesis through the Analysis
of Variance. If the null hypothesis is rejected at o level, that is, if F,
obtained is greater than the critical level F., we perform the Modified
Bonferroni Test (general ).

The test assumes that
Sem=a (1 +P(F))/K (A)

The calculation of P (F) is obtained as follows:

Let us take F, = MS treat. / MS residual in the analysis of variance
of the experiment. We know that the populational expectations for these
mean squares, under fixed model, are: -

EMStreats=c*+(r = T; %) /(t-1);

EMS residual = ¢”.

If H, (general null hypothesis) is true, then, for the population ,
T,=T,=...=T,=0 and for the experiment:

t,=t,=.=t=0..
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If H, (general alternative hypothesis) is true: at least some of the
Ti’s are different of zero.

The non-centrality parameter of the non-central F distribuition is
A=1rXTi’/ o’ (WINNER etal., 1991).

In the analysis of the experiment (sample),
F,=(s’+r2t?/(t-1)/=1+rZt’/s*(t-1).
An estimate J of A is

1 =rZt}/s’=(F,—1)(t-1).

If the critical value of F for the rejection of Hy, is the value F¢ and
F, > F¢, than H, is rejected.

The probability of values smaller than F, or F¢if H, is true may be
calculated by PROBF FUNCTION of the SAS Program (SAS-1990).

We define P(F) = P(F,) — P(F) ; it represents the probability of
the values of F smaller than F, and greater than F. if H, is true. The inter-
val of variation of P(F) is 0 <P(F) <1 .

As an example, suppose that in an experiment, r =3, df =10, t=6,
F,=9.72,F.=3.33 and K = 4. Since F,> F, the null hypothesis shall be
rejected. The calculations needed are:

A= -1)(F, -1)=5(9.72—1) = 43.60,

Fy

P(F)= jg(Fo =9.72:t—1=5,(t = 1)(r 1) = 10; 1 = 43.60)dbx = 0.4682

FC
P(F,)= Ig(Fo =9.72;t—1=5,¢t-1)(r-1) =10, 4 =43.60)dx = 0.0155
0
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Then:
P(F) =P(F,) - P(F.) = 0.4683 — 0.0155 = 0.4527.
Using formula (A)

8 oy = 0.05( 1 +0.4527) /4 = 0.01816.

For the Bonferroni test in the same conditions it would be:
d5=0.05/4=0.01250.

The interval of variation of & g, is: 8 <8 gy <28 5.

Normally the PROBF FUNCTION of the SAS SYSTEM calcu-
lates P(F,, (t-1), df, ) for values of ] smaller than 100. In cases in

which the ] value obtained is greater than 100, an approximate solution
for values in the range 100 < ] <120, for example , is obtained when we
substitute the actual § value by 99.99, and calculate a new value F’ = (F,
X 99.99)/ 7.

The P(Fy’, (t—1), df, 99.99) obtained is a conservative estimate of
P, that may be used until the range of calculated values is enlarged.

The argument to use 3 ), is based on the following reasoning:
“If the F ratio MS treat / MS residual is large (F, > F), the null hy-
pothesis is rejected and there is “evidence” of the existence of differ-
ences among treatments; therefore we do not need to be so rigorous in
utilizing o = 0.05 for the joint comparisons because we already ac-
cepted that H,is false. We consider P(F) as the weight of “evidence”
that H, is true. So we include P(F) to liberate the joint probability and use
a (1 + P(F)) as the joint level for K a priori comparisons. So for each
comparison d gy, = o ( 1 +P(F)) /K.
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To be consistent, we should calculate the General Modified
Bonferroni Test (BM) only if H, is rejected (H, is false). The structure of
the test proposed incorporates the “weight of evidence” of the veracity of
H, through the introduction of the F, value obtained in the analysis of
variance for the calculation of the t value, used to judge chosen a priori K
comparisons between two means. The results presented in Tables 1 and 2
regarding BM were obtained in this way.

For the Partial Modified Bonferroni Test (PMB) we calculate
F, including in the MS treat., only the K + 1 treatments involved in the

test to perform the K comparisons, and use this value to calculate j,
P(F) and O gy

Table 1. Results obtained whenr =3, CV =10% for K = 4, for groups G
1,G2and G 3, and fordf=10(t=6),df =22 (t=12) and df =
34 (t = 18), for differences of 40%, 30%, 20%, 10%, of the
respective treatment mean and the control mean. Values in the
cells represent the “discriminative power” in percentage in 200
simulated experiments.

40% 0% 20% 10%

df 10 22 34 10 22 34 10 22 34 10 22 34
LsSD 99 99 100 94 92 96 56 60.5 70 19 22.5 23.5

D 99 97.5 99.5 91.5 88 95 51 49.5 59 18.5 16.5 13
SNK 93.5 92 95 73 63 65.5 30.5 26 19.5 1.5 3.5 2
Tu 91 87.5 89.5 62,5 52 53 17 16.5 13.5 2 25 1.5

B 80.5 87 82.5 50 445 45.5 105 14 10.5 0.5 2 1
Du 95.5 94 97 715 735 74 26 33 33.5 8.5 6 45
BM 97.5 97 89.5 78 84.5 90 33 45 56.5 9 10 75
PMB 95 95.5 98.5 745 83 88 32 44.5 55.5 9 11 11




124 REVISTA DE AGRICULTURA

RESULTS

Tables 1 and 2 present the results of the comparison of the differ-
ent tests, including PMB.

In those Tables the cells represent the percentage of significant
results obtained in the comparison between the specified mean with the
control, in a large group of experiments. PMB presented always results
very close to the ones given by BM test. We believe that if the K + 1 treat-
ments chosen a priori presented values smaller than a lot of other treatments
in the experiment, the PMB test would not agree so closely with BM, because

F,and j should be different of the values obtained in the BM test.

For the present situation, based on results of Table 1 and Table 2
when K = 4 and for different numbers of treatments, replications and
degrees of freedom of the residual, we may assume that both types of the
Modified Bonferroni’s test behaved better than the group of
“experimentwise tests” considered , because the new tests improved the
“discriminative power” with higher efficiency in the detection of signifi-
cance of differences studied.

RESUMO

O poder discriminativo de um novo teste estatistico, em condi¢des
de hipdtese de nulidade geral ou parcial, designado por Teste de
Bonferroni Modificado, foi comparado com outros testes muito utilizados
na comparagdo de médias.

Mostra-se que, para comparagdo de K diferengas escolhidas a
priori, 0 novo teste é mais discriminativo que os testes de Student —
Newman-Keuls (SNK), de Tukey (Tu), de Bonferroni (B) e de Dunnett
(Du), todos eles do tipo de erro por experimento, sendo menos
discriminativo que os testes de Fisher (LSD) e o de comparagio multipla
de Duncan (D) que s8o do tipo de erro por comparacio.
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Table 2. Results obtained when r = 6, CV = 10% for K = 4, for groups G

1,G 2 and G 3, and for df = 20( t=6), df = 44 (t= 12) and df =
68 (t = 18), for differences of 40%, 30%, 20%, 10%, between
the respective treatment mean and the control mean. Values in the
cells represent the “discriminative power” in percentage in 100
experiments each one resultant of grouping two single experiments.

40% 30% 20% 10%
df 20 44 68 20 44 68 20 44 68 20 44 68
LSD 100 100 100 100 100 99 90 92 95 35 41 40
D 100 100 100 99 99 99 87 87 90 35 36 25
SNK 100 100 100 98 99 99 72 67 68 26 10 8
Tu 100 99 100 98 90 96 56 48 50 7 7 6
B 99 99 100 97 89 95 47 39 41 4 5 4
Du 100 100 100 98 99 99 72 66 76 12 20 13
BM 100 100 100 98 99 99 77 81 87 17 35 26
PMB 100 100 100 99 99 99 76 80 88 17 35 25

Os resultados do poder discrimanativo dos testes estatisticos

comparados para diferentes nimeros de tratamentos, com K=4, para
coeficiente de variagio (CV) de 10% e nimero de repeti¢des (r) trés e

seis,

constam das Tabelas 1 e 2.

Palavras-chave: Poder discriminativo de testes, testes estatisticos usados
no melhoramento vegetal.

SUMMARY

The discriminative power of a new statistical test, called Modi-

fied Bonferroni’s Test, under general or partial null hypothesis, was com-
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pared with several of the most utilized statistical tests adequate for pairwise
comparisons.

It is shown that for K=4 comparisons chosen “a priori”, CV=10%
and different number of treatments and replications, the new test was
more discriminative than Student-Newman-Keuls, Tukey’s,
Bonferroni’s and Dunnett’s, all of experimentwise type of error, loos-
ing to Fisher’s LSD test and Duncan’s multiple range test which are of
comparisonwise type.

Key words: Discriminative power of tests, comparison of tests used in
plant breeding.
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